AMERICAN Journal of Science on Integration and
NSI H D Human Development
X Volume 02, Issue 05, 2024 ISSN (E): 2993-2750

GLOBAL RESEARCH NETWORK

A System for Rating and Reviewing Based on Features

P.Velavan
Department of Computer Science Engineering,
Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India.
velavan@dhaanishcollege.in

B. Vaidianathan
Department of Electronics & Communication Engineering
Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India.
vaidianathan@dhaanishcollege.in

Rajasekaran G
Department of Computer Science Engineering,
Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India.
rajasekaran@dhaanishcollege.in

Sivakani. R
Department of Artificial Intelligence and Data Science,
Dhaanish Ahmed College of Engineering, Chennai, Tamil Nadu, India.
sivakani@dhaanishcollege.in

Abstract: Online review sites are a key customer and user feedback source. However, there is
rampant misuse of such online platforms either by corporate entities promoting their products
through fake reviews to boost their scores or by competitors and disgruntled/troll users trying to
tarnish the credibility of the product in question by review bombing the sites. This novel system
is a reliable review/rating system that uses machine learning, NLP and sentimental analysis to
deliver acute informative feature-based reviews by users that filter out the unnecessary reviews
that undermine the process and produce a straightforward representation that is not ambiguous as
well as being easy for the user to infer from the review. Thus, the system ensures a fair review
process for both user-side and organizational purposes with minimal human resources
requirements. The review moderation task is also significantly simplified so that only a few
experienced moderator staff are needed to maintain the system more lenient to the time that
requires their active attention.
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Introduction

A review is a fundamental evaluation technique in which a person assesses a particular product,
service, or even policy to judge its merits, criticisms, and overall significance, which can help in
decision-making. This varies across fields, but the result is the same: people and organizations
make informed decisions about consuming or not consuming the product, accept the item in
question and judge [7]. The most common types of reviews in the public space are commercial
reviews, such as product reviews, movie and entertainment reviews, and service reviews, which
are attributed to the service-providing organization [8]. Gone are the days when people mostly
relied on review magazines and physical review outlets with esteemed critics and reviewers who
acted as the primary source of information besides advertisements on which people made informed
decisions [9-12].

In the modern age, with the rise of online review sites as early as the 1990s, people use the internet
as their main source of free information to view what they want to see, what they want to decide
and what they want to do. Naturally, people and companies wanted to make use of this and created
their e-commerce websites to facilitate online shopping and distribution [13-17]. In that regard,
they created a facility on the sites so that normal people, not just the critics and other professional
reviewers, can post their reviews, and others can see them. This provided a lucrative opportunity
for organizations and customers to gain useful insights without making people participate in
restrictive practices to gain feedback [18-25]. But like with anything, these online review systems
have plenty of loopholes that we identified in our study and the existing systems; it is observed
that this still hasn’t been rectified properly, resulting in a loss of review credibility, less motivation
to put up a review online and damages caused by said shortcomings [26-31].

In this paper, we have proposed an implementation of an online review system that factors in the
various aspects that are required to consider a review as a valid review as we formulated a
meticulous approach to filter out the unwanted reviews and calculate the fair review score that has
very little discrepancy in respect to the actual opinions [32-39]. To make the review process more
credible, we allow the user who wants to post a product review link to their purchase details, like
an invoice, that an API can authenticate to mark as “verified reviews”. Meanwhile, our system will
not allow unregistered users to post reviews or rate products as anonymous because most cyber
attacks/sabotage attempts on online reviews are due to said user accounts being anonymous, bots,
and throwaway spam accounts. We propose a standardized rating scale so that the affinity of the
score is not ambiguous. For that matter, any visual or numerical representation should be
represented in the 100% percentage format (for star representation, the recommended amount
would be five stars rather than four or less) [40-45]. Our system does not overcompensate
information because too much trivial information is just as insightful as too little information.

Thus, this system is implemented modularly, and almost all modules are straightforward in their
tasks and have a concise singular purpose. By implementing this system, the impact on review
scores can be mitigated properly, leading to a fairer review process in which the customers and the
organizations can gather useful insight without worrying too much about the credibility or
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susceptibility of the reviews for a certain product [46-52]. Also, this system promotes fair review
work among users so that users are encouraged to put up their reviews of the products that they
have used. A competent online review site is valuable to all parties, especially in decision-making.

Literature Survey

How one gets feature-level ratings of mobile items from review votes and customer reviews affects
decision-making for both new customers and manufacturers, according to Jerripothula et al. [1].
Compared to a grading system that only considers the product itself, this one provides a fuller view
of the product. Product ratings don't tell you anything about the product's quality, but feature
ratings do. It has always been important to know how customers rate features and which ones are
lacking or succeeding. When making judgments about the product's improvement or purchase, it
keeps both parties informed. Other aspects are of relevance to different types of clients.
Personalization of purchasing decisions is thus possible with feature-level ratings.

According to Allahbakhsh et al. [2], it is crucial to compute reliable quality scores for both users
and goods in online review systems. These scores represent the community's overall opinion on
the things' quality. Simple aggregation, weighted aggregation, and iterative procedures are among
the many suggested ways to calculate rating scores, and they all produce results that are within a
reasonable margin of error. There are still significant obstacles that need to be overcome,
particularly in the areas of temporal complexity, accuracy, and manipulation resilience. An
innovative strategy is employed to give received reviews weights in the suggested method, which
IS a semi-iterative weighted aggregation technique.

In their work, Allahbakhsh and Ignjatovic, In order to make better selections when shopping
online, many people use rating systems. Some users may attempt to gain popularity or financial
gain by submitting false reviews on these platforms. Consequently, a crucial but challenging issue
arises: how to objectively rate products or services. Most of the current solutions use clustering
and temporal analysis, and they are based on the majority. Nevertheless, they can still be taken
advantage of in coordinated, complex attacks. An iterative rating system is presented in this
research that is highly resistant to collusion attempts as well as biassed and random raters. This
method completely separates the credibility assessment of the cast evaluations from the ranking
itself, unlike earlier iterative systems that relied on comparing submitted evaluations to an estimate
of the final rating scores.

The study conducted by Hu et al. [4] Customers' online reviews have grown in importance as a
resource for both buyers and sellers looking for information about a product's quality. Reviewer
exposure, reviewer quality, reviewer impact over time, reviewer coverage of products, and other
quantitative and qualitative factors are particularly important to users when evaluating online
reviews. This research evaluates the efficacy of the online review market through a portfolio
method, drawing on theories of uncertainty reduction and transaction cost economics. We
demonstrate that customers are able to distinguish between positive and negative news and act
appropriately. Customers pay close attention to review scores and other contextual information,
such the reviewer's visibility and reputation, when they read reviews online.

Based on the work of Glenski et al., [5] With the rise of crowdsourced news and information
curation, it's crucial to comprehend how people use social news websites to get their news and
how they factor into their ranking systems. Our new data collection includes the activity records
of 309 Reddit users over a year, and we're making it available to the public in this article. With the
use of these freshly acquired statistics, we have discovered several interesting things about the
participants' voting and browsing habits. Overall, 73% of postings were evaluated (i.e., upvoted or

277 Journal of Science on Integration and Human Development WwWw. grnjournal.us



downvoted) without first examining the content, indicating that the majority of users do not read
the articles they vote on. Additionally, we demonstrate that the most probable voters experience
cognitive weariness during their browsing periods.

Weninger and Glenski I [6], Knowing how social media influences people's actions is crucial at a
time when more and more people are looking to the internet for news and opinions. When people
use the internet to create and alter their own content, this becomes much more apparent. The results
of two large-scale in vivo experiments in social media were reported to shed light on the influence
of editorial ratings on online human behaviour. Outcomes were drastically altered when small,
random ratings were applied to social media posts and comments, leading to substantial changes
in downstream ratings. We observed that favourable treatments on posts had a herding effect that
raised the final rating by an average of 11.02%, while no such effect was observed for comments.
In contrast to previous research, we discovered that negative treatments on posts and comments
had a negative herding impact, resulting in an average 5.15 percent drop in post ratings and a 37.4
percent drop in comment ratings.

System Analysis

Existing systems only represent the text-based Responses (reviews) in the form of visual
representations (Like the 4-star or 5-star representations) or on a numerical scale (Eg. 1 to 10).
Even though users can infer their opinions by just seeing that type of rating or the text in that
review, most review platforms or review systems in an online website do not factor in the loopholes
that can be exploited if the review policy is not rigid. Especially in an E-commerce environment
or similar settings where concerned parties put out fake reviews to boost their scores to appeal to
a wider customer base or competitors, disgruntled individuals review bombing certain products
and services to undermine their target’s credibility and cause unjust damages, both commercially
and tangibly. As a result, these systems usually do not consider the actual consumer’s view and
experience. Fake, malicious, and inconsistent reviews are not filtered in the existing system [53-
59]. This is exacerbated by discouraging users from posting reviews, and a major source of
feedback for both customers and organizational-wise is lost. The key defective and negligent
factors in the currently existing systems can be enumerated as follows:

With the help of Natural Language Processing (NLP) and sentimental analysis models, the
proposed system filters out unnecessary reviews, which might ruin the review process. This system
considers two types of reviews to be processed if they pass the client-side screening (Eg, Screening
for profanity and large copypasta text): verified and unverified reviews. Reviews can be verified
using an API to authenticate the purchase on the vendor site [60-67]. Meanwhile, unverified
reviews are still valid, but they are more thoroughly processed and screened for abnormalities than
verified reviews. The proposed system can prevent review bombing by tracking the number of
reviews posted in a specific time and pausing the system if many reviews have been posted in very
little time. Unlike existing systems that employ cumbersome and complex modules for their review
system, this system is straightforward in its purpose, and only the reviews that may violate the
policy are heavily scrutinized. By allowing feature-based ratings to be optional, only the
information that users want to share more is used rather than splicing data from their text reviews
because most reviews are subjective. After all, almost all users are not professional reviewers. A
like counter on each user review allows reviews to be sorted in order of how many other users
found that review helpful [68-75].
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One type of supervised learning model is the support vector machine, which uses a linear boundary
to partition the data into regions. The black circles and white ones are separated here by the linear
boundary. To achieve their goals, supervised learning algorithms first need to construct a
mathematical model of the input data and the output data. The information includes training
examples and is referred to as training data. Every training example contains a supervisory signal,
the intended output, and one or more inputs. A mathematical model uses a matrix to represent the
training data and an array or vector, also known as a feature vector, to represent each training
example. Supervised learning algorithms acquire the ability to anticipate the outcome linked with
novel inputs by repeatedly optimising an objective function [76-81]. With the help of an ideal
function, the algorithm can reliably predict the outcome for inputs that were not included in the
training set. When an algorithm'’s outputs or predictions get progressively more accurate over time,
we say that it has learned to do that task.

A branch of computer science, linguistics, and Al, natural language processing (NLP) focuses on
how computers interact with human language, specifically on programming computers to handle
and analyse massive volumes of natural language data. The end result is a machine that can
"understand” text, down to the smallest details of context and language [82-91]. Once the papers
have been properly categorised and organised, the system can accurately extract insights and
information from them. Companies today utilise a variety of natural language processing (NLP)
methods to sift through customer reviews and social media posts in order to gauge product
sentiment.

Sentimental Analysis

Opinion mining, also known as emotion Al, or sentiment analysis, is a method for studying and
methodically identifying subjective information and emotional states through the use of
biometrics, computational linguistics, text analysis, and natural language processing. Marketing,
customer service, and clinical medicine are just a few of the many fields that make use of sentiment
analysis on internet and social media platforms, as well as on healthcare documents, reviews, and
survey replies. Using clear phrases like "glad,” "sad,” "fearful,” and "bored,” knowledge-based
approaches sort material into affect categories. Statistical methods utilise machine learning
techniques like deep learning, ontologies, and support vector machines to uncover hidden
semantics, whereas hybrid approaches combine machine learning with knowledge representation
tools like ontologies and semantic networks to uncover hidden meaning [92-101].

One such document-oriented database tool is MongoDB, which is open-source and works on
multiple platforms. The MongoDB database programme is a NoSQL database that uses documents
similar to JSON with optional schemas. Under the terms of the Server Side Public License,
MongoDB was created and is owned by MongoDB Inc. (SSPL). By distributing the database
across numerous servers, MongoDB may either evenly distribute queries or create backup copies
of data in the event of a hardware breakdown. Field, range, and regular expression searches are all
available in MongoDB. In addition to returning whole documents or just certain fields, queries can
also contain user-defined JavaScript functions [102-109].

System Study
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An IOP (Input, Process, Output, Field, Program, and Procedure) design serves as the basis for the
evaluation. To gauge the new system's performance, this can be measured in terms of data
volumes, trends, updating frequency, etc. Feasibility studies are thus based on outlines. Python is
a high-level programming language that has dynamic semantics and is interpreted. It is object-
oriented. Its dynamic typing, binding, and high-level built-in data structures make it a great choice
for scripting and glueing together different components, as well as for Rapid Application
Development. Readability and reduced programme maintenance costs are prioritised by Python's
concise and easy-to-learn syntax. Because of its modules and packages, Python promotes code
reuse and software modularity [110-115]. Python and its vast standard library are freely
distributable and available in source or binary form for all major platforms.

Python is a popular choice among programmers due to its ability to enhance productivity. This
cycle of editing, testing, and debugging is lightning quick because compilation is not involved.
Python programme debugging is a breeze because segmentation faults are never caused by bugs
or improper input. The interpreter instead throws an exception if it finds a mistake [116-121]. As
soon as the programme fails to handle an exception, the stack trace is printed out by the interpreter.
A source-level debugger provides a number of useful features, such as the ability to examine both
local and global variables, evaluate expressions, set breakpoints, step through code lines by lines,
and more. As evidence of Python's reflective capabilities, the debugger is written in Python.
However, adding a few print statements to the source code is usually the fastest way to debug a
programme. This straightforward approach is highly effective due to the fast edit-test-debug cycle
(Figure 1).

How Python Interpreter Works?

Python interpreter
— e
—= Byte . Virtual e
5_ = p—r; Compiler —w:) Machine T > @
Source Running
Editor File ‘ Progvam
Library -
modules .

Figure 1: Python interpreter working

To begin, in order to write the code, you will need a Jupyter notebook. Also, the programmer can
utilise their preferred text editor—Notepad++, Atom, Sublime Text, Visual Studio Code—as part
of an integrated development environment.

You may compare Python to Java in that both are object-oriented programming languages. An

interpreted language is what Python is. Instead of the conventional long list of instructions used
by functional programming languages, Python makes use of interchangeable code modules.
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Cpython is the name of the standard Python implementation. It is the most popular and default
Python version [122-129].

Machine code is a form of computer code that hardware can interpret, however Python does not
accomplish this. The process turns it into byte code. There is more than simply machine language
involved in Python compilation. This is in byte code, which the CPU is unable to decipher.
Consequently, you'll need an interpreter, specifically the Python virtual computer. To run the byte
codes, the Python virtual machine is used (Figure 2).

Figure 2: Internal Working of Python

One open-source web programme is the Jupyter Notebook, which lets users create and share
documents with narrative text, mathematics, visualisations, and live code. Data processing and
cleansing, numerical simulation, statistical modelling, data visualisation, machine learning, and
many more applications are possible with this [130-135]. The notebook offers a web-based
application that captures the complete computation process, including code development,
documentation, execution, and results communication; it expands the console-based approach to
interactive computing in a qualitatively new direction. The dashboard, which is the main page of
the Jupyter Notebook web interface, displays all of the notebooks that are currently accessible in
the directory (by default, the directory from which the notebook server was started). From the
dashboard, you may create new notebooks. Bypassing the dashboard and opening a specific
notebook straight from the command line is possible with jupyter notebook my notebook.ipynb
when starting a notebook server. In the absence of an explicit extension, the.ipynb suffix is
considered 136-137].

Whether you're on the dashboard or in the middle of an existing notebook, you can always create
a new one by selecting File > New. A new tab will open in your browser when you create the new
laptop, which is located in the same directory. A new entry will likewise appear in the dashboard's
notebook list reflecting this. A single interactive session is linked to a kernel in an open notebook;
this session runs the user-sent code and returns the results. Even after closing the browser window,
this kernel is still active, and returning the same notebook from the dashboard will reestablish the
connection between the web application and the same kernel. If the kernel is currently running on
the dashboard, you'll see a Shutdown button; if it's not, you'll see a Delete button. Multiple clients
can share a single kernel. You may obtain all the information you need to connect to the kernel by
using this lengthy string, which is its ID. Running the percent connect _info magic on a notebook
that is using the IPython kernel will display the connection data, including the same 1D and other
details (Figure 3).
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Figure 3: Architecture Diagram

As part of the signup process, we give consumers the option to create an account where they can
rate and review things. During registration, you will be asked to submit personal details such as
your name, email, password, date of birth, location, and contact number. After submission, the
user's information will be saved in the database. They can then use their credentials to access the
system and publish reviews. Even if they don't have an account, anonymous users and lurkers can
still read the reviews and see the star ratings. Users must have this module. Users may do things
like search for product reviews, sort reviews and products using search filters (like new), and then
give a review a thumbs up if it's helpful. Additionally, other users can see the legitimate reviews
that other users have posted on their profile page.

Products in the system can be rated and reviewed by registered user accounts. There is a strict
screening procedure that all reviews must pass before they are published on the site. Verified and
unconfirmed information are both taken into account in this module. The former involves the user
confirming their purchase and subsequent delivery of the product using an API service to the
vendor's site before writing the review. In the second case, real customers have written evaluations,
but they omitted the product purchase information while responding to the review request.
Accordingly, more time will be spent scanning and analysing unverified reviews compared to
confirmed ones. Flagging or eliminating spam, sarcastic, false, inconsistent, or otherwise
disruptive reviews is the responsibility of this module.

For a product review to be more informative, it can also include ratings about its features. This
module allows the user to rate the features of the product they are reviewing, and only the relevant
features are rated according to the product type. Unlike existing systems, the feature-level ratings
will not be aggregated and weighted. Our module represents the feature rating as a means for
obtaining insight into the product rather than allowing subjectivity and bias to ruin the perception
of the product. As such, this module makes rating individual features optional. This module also
makes up the screening module again for unverified reviews.

To compute the gross review score for a product, this module aggregates all the verified and
unverified reviews and the flagged reviews and then obtains the review score using a formula that
appropriately weighs all the reviews. Once a score is received, it is updated in the database, and
the representation in the front end will be shown according to the score obtained. For newer
reviews, the older reviews are not weighed and scanned again; instead, the old score and the newly
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weighted aggregated scores for reviews are fed to the computational component, and the new score
is updated.

The review representation module is a functional component of the system that is purely conceived
to make the review scores and review posts insightful to the user on the front-end side. The system
primarily uses the 100 scale (or) 0-100% rating scale. As a result, the system uses 5 stars for the
star-type rating scale and 0-100% percentage-type rating scale. Also, this system represents certain
review scores in a particular manner that is astute to the user so that they can make informed
inferences. For example, when a review score is >80% or >90%, the system displays the product
as “Recommended”. Finally, each review has a like counter that measures the number of people
finding that particular review to be relevant and insightful. Hence, this module is a great aid for
users who don’t want to dig deep into various reviews and think too much about the overall
credibility of the user reviews posted on this platform.

The purpose of testing is to identify and fix bugs in a programme. The likelihood of discovering a
bug that has not been found yet is high for a well-designed test case. An error that has not been
found yet is revealed by a successful test. As a part of the implementation process, system testing
verifies that the system performs as intended before going live. It ensures that the entire suite of
programmes functions as expected. Adopting a new system successfully necessitates system
testing, which entails a number of critical actions and stages.

When the programme, its documentation, and any associated data structures are finalised, testing
can begin. Error correction in software relies heavily on testing. A programme or project is not
considered finished until all requirements have been met. At its core, software testing is an
inspection of the code and design specifications that constitutes the pinnacle of software quality
assurance. Executing the software in order to locate the error is known as testing. Its purpose is to
ensure that all of the software's modular components are working as intended. The module, the
smallest building block of software, is the primary emphasis. Unit testing makes extensive use of
the white-box testing approach. It controls the reaction time and device utilisation of the unit, the
amount of time spent executing different components of the unit, and the programme throughput.
Intentionally breaking the unit is the goal of stress testing. Looking at how a programmer handles
a programme unit failing can teach you a lot about the program'’s strengths and weaknesses.

After integration testing is complete, the software is put together as a whole. The last round of
software test validation has started, and all interface issues have been fixed. Many definitions exist
for validation testing; one common one is that it is successful when the programme performs as
the client reasonably anticipates. A battery of black box tests showing compliance with
specifications is how software is validated. There are two possible outcomes following the
validation test. In order to fix any mistakes or deviations found at this stage of the project, the user
and project manager work together to negotiate a solution before the project is finished. The results
of the validation tests show that the suggested system is functional as expected. While the system
did have some flaws, they were far from disastrous.

The success or failure of a system hinges on how well its users accept it. Keeping in close contact
with potential systems and users during development and making necessary adjustments allows us

to evaluate the system for user approval. The following points are considered when doing this:
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When testing software, it is common practise to use valid data sets as input. It verifies that the
programme responds as anticipated to valid inputs. To ensure that the programme performs as
intended, positive testing is carried out. One way to test a software application is via a negative
test, which involves feeding it incorrect or faulty data. It verifies that the programme responds
normally to unintended or bad user inputs. The goal of negative testing is to make sure the
programme won't crash or become unstable when given incorrect data.

Conclusion

We present a new method for online reviews that is both efficient and successful in maintaining
review process fairness. Viewing the weighted evaluations or comments through this system can
provide valuable insights for both the organisation and its users. The solution is designed to be
practical and cost-effective because ML and NLP require minimum human moderation. It is simple
to incorporate this review system into preexisting infrastructure. It is reported to be significantly
less computationally demanding, resulting in a more simplified procedure. This, in turn, is said to
enhance the value of online reviewing by actively involving users in the review process without
the hassles associated with current traditional systems. Using Machine Learning models in
sentimental analysis, which use neural net-like internal systems to identify and carefully examine
reviews that are obviously misleading—for example, some reviews might appear legitimate and
thought to have contributed fairly at first glance, but upon closer inspection, it becomes clear that
these reviews are either intentionally misleading or were written by a copywriter that a company
hired. This allows for more accurate and objective evaluations. Modular, smart modules powered
by Al rational agents also allow for more effective moderation of user monitoring and reviews.
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