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Abstract. Attendance management remains a critical component in both industrial and 

educational settings. Traditional attendance methods based on manual signatures are often inefficient, 

prone to errors, and vulnerable to impersonation. In contrast, biometric systems, particularly those 

based on face recognition, offer a promising alternative. This paper presents a novel attendance system 

using deep learning techniques that combine a Multitask Convolutional Neural Network (MTCNN) for 

robust face detection and alignment with the FaceNet model for generating discriminative 128-

dimensional facial embeddings. The system automatically captures, verifies, and logs attendance data 

into an Excel sheet in real time. On a small dataset obtained from real-world work and higher 

education environments, our system achieved an overall accuracy of 95% under normal conditions. 

Additionally, we discuss system performance under challenging scenarios such as overlapping faces 

and intense lighting, and we propose future enhancements for dynamic retraining and improved 

classification strategies. 

Keywords: Face recognition, Deep learning, Attendance management, MTCNN, FaceNet, 

Biometric authentication. 

 

Introduction. Efficient attendance recording is essential for accurately monitoring work hours and 

academic participation. Manual methods such as handwritten registers or signature-based systems are 

time-consuming and susceptible to errors, including miscalculations, impersonations, and 

falsification. With the rapid evolution of information technology and the Internet of Things (IoT), 

automated attendance systems have become a viable and attractive solution. There are plenty of 

system that can be implemented to achieve higher accuracy of attendance record, and one of the 

methods is biometric authentication. Biometric authentication also offers a number of ways to verify 

the identity of the person, such as using fingerprints, iris, voice, and face[1-4]. Recently, face 

recognition became the most popular area of research and study in computer vision. This method 

offers many opportunities and challenges that need to be explored. An approach using Multitask 

Convolutional Neural Network (MTCNN) joints the process of detection and alignment to improve 

accuracy with a fast run time when face is recognized [5]. MTCNN approach uses three-stage 

multitask deep convolutional networks, and the final network will produce final bounding box and 

facial landmarks position. The goal of this study is to explore new advanced techniques using in-depth 

learning to overcome limitations such as low precision when detecting multiple faces, and intense 

light conditions. Multitask convolutional neural network approach will be used to detect student’s 

faces. To resolve limitation of detecting multiple faces, the result of detection will return back multiple 
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sets of coordinates and finally author’s sys- tem will iterate through every individual face and drew 

out the bounding box frame and dot the 5 facial landmarks. For face embeddings – face verification 

using FaceNet, this research will train the FaceNet model with small student’s dataset and will load 

into the attendance system. 

This paper proposes an attendance system that integrates an MTCNN for simultaneous face detection 

and alignment with a pre-trained FaceNet model to generate robust facial embeddings. The system 

automatically detects multiple faces in a frame, verifies their identities, and logs the attendance in real 

time. The extended discussion in this paper also highlights potential improvements, including 

adaptive retraining in dynamic environments and enhanced classification techniques for small 

datasets. 

 

Related work. 

There are now many types of computerized monitoring and attendance systems using face recognition 

applied in organizations as a result of active research in information technology. Modular Fisher 

Linear Discriminating Analysis (M-FLDA) implemented by Lang and Hong [6] checked the entrance 

guard and work attendance based on face recognition. This approach divides images into blocks of 

images and selects sub- images according to the new lower-dimensional pattern, and the analysis 

method is used based on image segmentation [7-9]. The advantages of this entire process are to 

efficiently remove the local distinguishing features of the original image, reduce memory capacity, 

and also return 90.83% accuracy for 360 number of test samples. However, the recognition rate is 

reduced when this research improves the recognition speed. Hongo detected multiple faces and hand 

recognition using multiple camera [10]. Those cameras are made up of 2 image trackers and 2 stereo 

cameras. The stereo camera was used to detect faces and determine increasing distance from the stereo 

camera to be processed by a quadruple image transfer, while the tracking camera was used to zoom 

and tilt angles of faces. The accuracy was 96%, but it will decrease when people overlapping. 

Arsenovic et al. [11] developed attendance using face recognition and deep learning, and CNN 

cascade is used as a face detector [12-14]. This model also used FaceNet to classify faces as facial 

embed- ding and Support Vector Machine (SVM) classifier to classify faces. The drawback was that 

this model is not applied in many faces and when intense lighting conditions the ac- curacy decreased 

but still provided high accuracy around 95.02%. Zhang and Zhang [15] also tested under controlled 

condition for recognized face. Zhang and Zhang presented recognized face when the condition was 

under controlled such as pose, intense lightning and face expression, and it is combined multiple 

resolution for under controlled condi- tion when detecting face using CNN cascade [16]. This research 

involves face detection boundary box calibration with additional cost of computation. 

Zhang et al. [5] detected multiple faces, face expression, and overlapping condition using 

Convolutional Neural Network (CNN) cascade with multitask learning. This approach is integrated 

face detection and face synchronization as a result of which the state-of-the- art methods are 

consistently surpassed by several daunting benchmarks [17-20]. Using FDDB [21] and WIDER 

FACE dataset benchmarks for face detection and AFLW dataset benchmarks for face alignment also 

keeps real-time performance but needs to exploit the inherent correlation between face detection and 

other face analysis tasks to further improve the performance. Taigman et al. [22] trained FaceNet 

embeddings using LFW dataset. It presented embeddings using 128-d and using one shot model 

directly to map from face to Euclidean space [23,24]. Accuracy of this method was 99.63% but it 

improves error rate when processing extra face alignment. 

By the past research, multiple faces detection in attendance system has been studied but still has 

limitation like the reduced recognition rate, decreased accuracy when people overlapping and intense 

lightning conditions. The limitation motivated authors to use an alternated version of this approach as 
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part of model for the deep learning using multitask based face recognition attendance system 

implemented in workplaces. 

 

Materials and Methods.  

The process of developing the multitask convolutional neural network-based attendance system will 

be explained in detail in this section. Developing procedure is divided into several important stages, 

including obtaining the training dataset, preparing images and training MTCNN and last is integration 

into attendance system in order to test the proposed method. 

1. Student data preparation. The implemented system in this paper was tested in a company and 

ten students volunteered in this research. All students stored their photos and information to student 

database, it took several different positions while being photographed. Total of this small dataset is 

about 1030. Result will return 128-d embedded vector [−0,112, 0,9312,. . . , n] and this vector will be 

used as verification process. 

2. Dataset preparation and training. Since MTCNN composed of 3 separate neural networks that 

could not be trained together, authors decided to start by training P-Net as the first network. This 

model used WIDER FACE dataset to train bounding box coordinates and CelebA dataset to train face 

landmarks. For simplicity, authors started by training only the bounding box coordinates. The WIDER 

FACE [23] dataset includes 32,203 images with 393,793 faces of people in different situations. 

3. Developing face recognition model. This model contains several important ste- ps: face detection 

and face landmarks using multitask convolutional neural network, generating face embeddings and 

face classification, and picture below shows the face recognition model. 

 
Figure 1. Face recognition model 

The first step of the face recognition process is face detection. Face detection presents from well-

studied field in computer vision domain. Face alignment also attracts extensive interests. Regression 

based methods [24] and template fitting approaches [25] are two popular categories. As a result of 

decades of research, there are numerous machine learn- ing algorithms applicable for this task. 

Recently, Convolutional Neural Network (CNN) cascade with multitask learning has been developed 

by Zhang et al. [5]. This method is used to face detection and face landmarks, this model works in 

three steps, and Figure 2 shows the architecture of MTCNN. 

Multitask cascade convolutional neural network has 3 steps to detect face and generate face landmark. 

Step 1: First step is fully convolutional network, called P-Network (P-Net) and used to predict face 

positions and bounding box. This P-Net created image pyramid in order to detect faces of all different 

sizes. In other words, this network wants to create different copies of the same image in different sizes 

to search for different sized faces within the image. Each copy of scaled images, will scan faces using 

12×12 stage 1 kernel in every part of the image. It starts in the top left corner, a section of the image 

from (0, 0) to (12, 12). This portion of the image is passed to P-Net, which returns the coordinates of 

a bounding box if it notices a face. Then, it would repeat that process with sections (0 + 2a, 0 + 2b) 

to (12 + 2a, 12 + 2b), shifting the 12 × 12 kernel 2 pixels right or down at a time. The shift of 2 pixels 

is known as the stride, or how many pixels the kernel moves by every time. This stride of 2 helps to 

reduce computation complexity without significantly sacrificing accuracy. After passing the multiple 

scaled copies of the image and gathering its output, authors need to parse the P-Net output to get a 

list of confidence levels for each bounding box and delete the box with lower confidence. 

Reading frame 

using OpenCV 

Face detection and 

face landmarks: 

MTCNN 

Face embeddings 

and verification: 

FaceNet 
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Figure 2. MTCNN architecture 

Step 2: Sometimes an image may contain only a part of face peeking in from the side of the frame. 

The second step is to solve that case using R-Net. For every bounding box, this network creates an 

array of the same size and copies the pixel values (the image in the bounding box) to the new array. 

If the bounding box is out of bounds, R-Net copies the portion of the image in the bounding box to 

the new array and fills in everything else with a 0 (padding). In image below, the new array for 

McCartney’s face would have pixel values in the left side of the box, and several columns of 0s near 

the right edge. 

 
Figure 3. Images with bounding boxes 

Image above shows the beetles has bounding boxes in that picture. After padding the bounding box 

arrays, it needs to resize to 24 × 24 pixels, and normalize them to values between −1 and 1. Currently 

the pixel values are between 0 to 255 (RGB values). By subtracting each pixel value by half of 255 

(127.5) and dividing it by 127.5, this network can keep their value between −1 and 1, after that we 

can feed them into R-Net and gather its output. R-Net output is similar to that of P-Net: It includes 

the new accurate bounding boxes, as well as the confidence level of each of these bounding boxes. 

Step 3: Before passing in the bounding boxes from R-Net, we have to first pad any boxes that are 

out-of-bounds. Then, after we resize the boxes to 48 × 48 pixels, we can pass in the bounding boxes 

into O-Net. The outputs of O-Net are slightly different from that of P-Net and R-Net. O-Net provides 

3 outputs: the coordinates of the bounding box (out [0]), the coordinates of the 5 facial landmarks (out 

[1]), and the confidence level of each box (out [2]). Once again, we get rid of the boxes with lower 

confidence levels and standardize both the bounding box coordinates and the facial landmark [26]. 

The second step is embeddings and verification process using FaceNet. FaceNet is a deep 

convolutional neural network which is developed by Google researchers [27] and introduced around 

2015 to effectively solve the hurdles in face detection and face verifi- cation. Algorithm of FaceNet 

transforms the face image into 128-dimensional Euclidean space similar to word embedding, also this 

model trained for triplet loss to capture the similarities and differences on the image dataset provided. 

Using FaceNet embeddings as future vectors, functionalities such as face recognition, and verification 

could be imple- mented after creating the vector space [28]. Thus, the distances for the similar images 
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would be much closer than the random non similar images. Picture below shows the architecture of 

FaceNet model. 

 
Figure 4. FaceNet architecture 

FaceNet network architecture consists of a batch input layer and deep convolutional neural network, 

network followed by L2 normalization, that provides the face embeddings. This process is in turn 

followed by the triplet loss [29]. Triplet loss is proven to be very effective for face 

verification/recognition and also related domain such as person re- identification [30]. By enforcing 

a margin between the pairs of faces of the same identity and the ones of the different identities, the 

triplet loss tries to keep the faces of the same identity closer than the faces from the different identities 

in the embedding space. This allows the faces for one identity to live on a manifold while still 

enforcing the distance and thus discriminating to other identities. Triplet loss can be calculated using 

formula below: 

||𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑝
)||

2
2

+ 𝛼 < ||𝑓(𝑥𝑖
𝑎) − 𝑓(𝑥𝑖

𝑛)||
2
2

                        (1) 

f (xi) represents the embedding of an image, xi represents an image, and α represents the margin 

between positive and negative pairs. The superscripts a, p and n correspond to anchor, positive and 

negative images respectively. α is defined here as the margin between positive and negative pairs. It 

is essentially a threshold value which determines the difference between our image pairs. If alpha is 

set to 0.5, then the difference between anchor positive and anchor negative image pairs is to be at 

least 0.5. Thus, triplet loss is one of the best ways to learn 128-dimensional embedding for each 

individual face better than other way. 

Result analysis.  

Train MTCNN model to automatically create face landmark and use the pretrained FaceNet model to 

create the embedding. Then real-time face detection and face recognition are performed, which 

include the following sub processes: reading frames with OpenCV, face detection and landmark using 

MTCNN, face embedding and verification using FaceNet algorithm, and storing the recognized face 

for analysis. 

Figure 5 shows the example result of face detection in multiple faces, and the labels of bounding box 

show the name of student and accuracy of face recognition. 

The identified face is exported into an excel sheet for registering the presence of student, and the excel 

sheet that displays the demo output of attendance is shown in Figure 6. 

 
Figure 5. Implementation result of face detection 
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Figure 6. Excel sheet with sample output 

 

 
Figure 7. Block diagram of implementation 

Figure 7 shows the block diagram of implementation face recognition model using MTC- NN and 

FaceNet, which camera arrays as input in this system and excel sheet of atten- dance as output. To 

measure the performance of the model, authors set threshold to 70% where this value is got from error 

equal rate of pre-trained FaceNet model. This research also used confusion matrix to assess the 

performance of classification [31]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁+𝑇𝑃

𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡𝑖𝑛𝑔 𝑖𝑚𝑎𝑔𝑒𝑠
                                     (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
#𝑇𝑃

#𝑇𝑃+#𝐹𝑃
                                                     (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
#𝑇𝑃

#𝑇𝑃+#𝐹𝑁
                                                          (4) 

𝐹– 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                     (5) 

The precision, recall and f-measure for face detection evaluation can be calculated as follows, where 

TP (True Positive) is a detection bounding box presented in System Under Test (SUT) and Ground 

Truth (GT), FP (False Positive) presents in SUT but not in GT and FN (False Negative) presents in 

GT but not in SUT. This model tested about 40 times with random total multiple person (above 6 

person) and random different lightning condition. Table 1 provides the result of confusion matrix of 

the model and can be analyzed that the system is having an accuracy of 95% for detection in multiple 

faces. 0 shows true values and 1 shows false values. Precision has values above 90% in both 

conditions. Recall has a value above 90%. This signifies the true positive rate of the system. F1-score 

of the known classes is also above 90% and has maximum value above 94%. This shows that there is 

good balance between precision and recall. 

Table 1. Confusion matrix for multiple person detection 

 Precision Recall F1-score 

0 0.94 0.94 0.94 

1 0.95 0.95 0.95 
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micro avg 0.95 0.95 0.95 

macro avg 0.95 0.95 0.95 

weighted avg 0.95 0.95 0.95 

Table 2 provides the result of confusion matrix of the model and can be analyzed that the system is 

having an accuracy of 84% for multiple faces detection in different lightning condition. This value 

has significant decrement for this case, total of difference above 10%. 

Table 2. Confusion matrix for under controlled condition 

 Precision Recall F1-score 

0 0.84 0.89 0.86 

1 0.90 0.86 0.88 

micro avg 0.88 0.88 0.88 

macro avg 0.87 0.88 0.87 

weighted avg 0.88 0.88 0.88 

 

Both of testing are giving the high values, but when testing on multiple faces in under controlled 

condition return lower values in precision, recall, and f-score than normal detec- tion because some 

of the results give unknown values when student detected in extreme lightning condition. This 

proposed method returns 95% of accuracy when detecting mul- tiple faces, and this result still 

provided the high accuracy. Arsenovic et al. [11] proposed method using CNN for detection, FaceNet 

for face embeddings, and support vector ma- chine for face classification, has accuracy around 95% 

but that proposed method cannot be able to detect multiple faces in one frame. 

Conclusion.  

Nowadays, various attendance and monitoring tools are used in practice industry. Regardless the fact 

that these solutions are mostly automatic, they are still prone to errors. In this paper, a new framework 

for real-time multiple face recognition using MTCNN and FaceNet as attendance system is proposed. 

This standalone system detects the person which was already given in the dataset to track and 

embedding being created was successfully detected with an accuracy of 95%. When testing on 

multiple faces in under controlled condition return false detection and lower values because us- ing 

one shot learning, the future work could involve exploiting newly gathered images in runtime for 

automatic retraining of the embedding FaceNet. One of the unexplored areas for this research is 

analysis of additional solutions for classifying face embedding vectors. Developing a specialized 

classifying solution for this task could potentially lead to achieving higher accuracy on a smaller 

dataset. This deep learning model does not depend on GPU in runtime, and it could be applicable in 

many other systems as a main or a side component that could run on a cheaper and low-capacity 

hardware, even as a general-purpose Internet of Things (IoT) device. 
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