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Abstract: The subject of this project, which focuses on the electric vehicle’s rear differential, is 
the examination of a high-performance brushless DC motor (BLDC) for an electric vehicle (EV) 
with Hall sensor control. Using a digital controller increases the drivsystem’s flexibility. A DC-
DC Bidirectional Dual Converter is implemented to supply BLDC motors utilizing Smart Power 
Modules. The suggested system is set to operate at the required speed and receives Hall sensor 
signals from the motor. The experimental findings confirm the efficacy of the created drive 
operation. A brushless DC motor is widely used in many different sectors and solves many of the 
issues a brushed DC motor has. Creating the BLDCM control system necessitates low cost, a fast 
development cycle, outstanding control algorithm performance, and dependable operation. The 
idea behind this project is the BLDC motor speed control for an electric vehicle. The use of a 
digital controller increases the drivsystem’s flexibility. A Smart Power Module feeds The BLDC 
motor into the three-phase inverter. The experimental findings confirm the efficacy of the 
created drive operation.  
Keywords: Microcontroller; Hall Sensors; Brushless DC Motor (BLDCM); DC-DC 
Bidirectional Dual Converter; Electric Vehicles (EV); Road Transportation. 
 
 
Introduction 
Electric vehicles are becoming increasingly significant because if electricity is produced from 
sources other than oil, it may be utilized to lessen the reliance on oil for transportation and 
reduce noise and pollution. Carbon emissions can also be decreased by using electric 
automobiles [8]. For electric vehicles to produce zero carbon dioxide emissions, energy must 
come from non-fossil fuel sources like nuclear and alternative energy [9]. In reality, as scarcity 
grows, prices will naturally soar to the point where using oil and other fossil fuels becomes 
unprofitable; as a result, oil will be saved as use declines [10]. Coal is one of the numerous fossil 
fuels that can be used to make oil [11]. In the past, oil produced in this manner was considered 
around 10% more expensive, but given the current oil prices, coal production is beginning to 
become profitable [12]. Though it remains a limited resource, coal is more plentiful than oil and 
can last more than a century. Concerns about global warming are still growing [13]. Burning 
fossil fuels releases carbon dioxide, which is blamed for causing global warming [14]. This 
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phenomenon is thought to be the cause of numerous issues, such as rising sea levels and climate 
change, which have the potential to devastate coastal towns across the globe completely [15].  
Whereas road transportation has only recently advanced so that automakers are beginning to 
mass-produce electric automobiles, electric trains are well-developed and extensively utilized 
[16]. Electric road vehicles are not as common as small electric vehicles utilized in specialized 
sectors, such as golf buggies, electric bicycles, and electric carriages [17]. Compared to internal 
combustion (IC) engine vehicles, which typically have a much longer range and are very simple 
to refuel, electric road vehicles have not had the same level of success [18]. Understanding the 
fundamentals behind the design of electric vehicles and the pertinent technological and 
environmental challenges is crucial [19]; these topics will be covered in detail in the upcoming 
chapters. 

Technology of Electric Motors 
Electric motor technology encompasses a wide range of fields, including electronics, materials, 
sensors, control technologies, and machine architectures [20]. Developing a high-performance 
drive requires the creation of suitable converters and control algorithms for different types of 
motors [21]. Key components of various converter designs include the converter's efficiency and 
dynamic reactivity [22]. The reason converters have low power loss is because they are very 
efficient [23]. Because of this characteristic, DC drive systems that use a three-phase power 
system can remove the third harmonic and all of its associated components from the output [24]. 
In a three-phase system, the ripple voltage is much lower than in a one-phase one [25]. 
Current events are marked by numerous crises, such as excessive oil costs and outdated designs. 
So, in politically stable places, there is a hunt for more efficient road automobiles that may be 
sourced from environmentally good sources [28]. The development of electric cars is a direct 
outcome of this. Electric vehicles (EVs) such fuel cell EVs, plug-in hybrid EVs, hybrid EVs, and 
battery EVs are increasingly common in the transportation sector [29]. The impact of rapid and 
intelligent charging on the electrical grid, as well as the longevity and degradation of batteries, is 
a topic of conversation in light of the growing number of electric vehicles [27].  
The DC voltage is sourced by most EVs. Direct DC use is preferable since it does away with the 
requirement for additional converter hardware [30]. The charger's features and the charging 
infrastructure have an impact on the batteries' performance, along with the batteries' types and 
designs [31]. Fuel cell hybrid electric vehicles (FCHEVs) combine high-energy batteries with 
high-power-density ultra-capacitors to create compact, lightweight, efficient, and powerful 
electric vehicles [32]. The amount of energy required to minimise the volume and mass of a 
battery is a common metric for evaluation [26]. The functions and conditions that the EV motor 
drive system must handle are as follows: 

Ø High torque-producing capacity; 
Ø High acceleration;  

Ø High power intensity;  
Ø High torque when running at slow speeds with high efficiency (to run on any terrain and in 

harsh environments);  
Ø High efficiency concerning the regenerative braking capacity (for battery charging) 

Electric Vehicle Types: EV Architecture 
As illustrated in Figure 1.1, the idea of a battery electric vehicle (EV) is fairly straightforward. 
The vehicle comprises an electric motor, a controller, and a battery for energy storage [33].  
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The Electric Hybrid Car with An IC Engine 
A hybrid car can have two or more power sources, which leads to an enormous variety of 
possible configurations. The most popular hybrid car models combine an internal combustion 
engine, battery, electric motor, and generator. 

 
Figure 1.1: Electric Car with Rechargeable Batteries 

Figures 1.2 and 1.3 depict the two fundamental configurations for hybrid vehicles: the parallel 
hybrid and the series hybrid. One or more electric motors powered directly by the battery, the 
generator unit powered by the IC engine, or both power the vehicle in a series hybrid 
configuration [34]. The vehicle in a parallel hybrid can be powered by the engine directly 
through a transmission system, by one or more electric motors connected directly to the wheels 
through the transmission, or by the electric motor and the internal combustion engine 
simultaneously [35]. The hybrid system that operates in parallel has various configurations. 

 
Figure 1.2: Rechargeable HybriVehicles’ Series Hybrid Vehicle Arrangement. 

 
Figure 1.3: Layout of a Parallel Hybrid Car. 

Literature Survey 
A high-efficiency speed control scheme for brushless DC motors employs Hall-effect sensors to 
detect rotor position and generate commutation signals. This approach uses trapezoidal pulse-
width modulation to drive the three-phase windings, while a proportional-integral controller 
regulates rotational speed. Experimental findings demonstrate that incorporating PI feedback 
significantly improves stability and accuracy, reducing speed fluctuations under varying load 
conditions and ensuring tight speed regulation compared to open-loop or sensorless techniques 
[1]. 
A robust fault-tolerant system addresses failures in Hall-effect position sensors within brushless 
DC motor drives. The method continuously monitors line voltage harmonics via discrete Fourier 
analysis to detect sensor malfunctions. Upon fault identification, an expert logic module 
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synthesizes replacement commutation signals, enabling uninterrupted motor operation. 
Validation through simulation and experimental benchmarking confirms that this lightweight 
algorithm restores proper sequencing without imposing heavy computational demands, allowing 
seamless integration into existing control firmware [2]. 
A reconfigurable fault-tolerant control architecture for electric vehicle motor drives ensures 
reliable operation when voltage sensors degrade. Under standard conditions, the system employs 
direct torque control for rapid torque response. If a voltage sensor fault is detected, control 
automatically transitions to field-oriented control, maintaining smooth torque production and 
stable speed. Simulation results verify that the switchover preserves drive performance while 
avoiding vehicle control interruptions, demonstrating a practical solution for enhancing safety 
and dependability in electric propulsion applications [3]. 
An electronic control unit design integrates a real-time network protocol with a proportional-
integral controller to manage a three-phase brushless DC motor. Optimization of PI gains via a 
multiobjective genetic algorithm ensures balanced speed regulation and minimal torque ripple. 
Hardware-in-the-loop validation using a networked simulation environment confirms that the 
controller autonomously schedules insulated-gate bipolar transistor switching sequences over a 
vehicular communication bus. Results indicate enhanced dynamic response and robustness, 
validating the ECU’s architecture for use in low-pollution transportation systems [4]. 
A locally developed motor controller for three-phase brushless DC tricycle drives converts 
battery DC voltage into synchronized AC waveforms for each motor phase. PCB-based 
implementation and software simulation compare performance against an imported controller, 
revealing comparable efficiency and dynamic response. Laboratory tests measure torque output, 
current draw, and speed stability under nominal load, confirming that the indigenous design 
meets industry benchmarks. The project underscores the potential for cost-effective domestic 
manufacturing of key electric vehicle components without compromising reliability [5]. 
A compact hardware system controls both speed and angular position of a gearbox-coupled 
brushless DC motor by leveraging internal Hall sensors. A microcontroller reads position 
feedback and user inputs via serial communication, then computes velocity and position 
setpoints in real time. The control firmware issues commutation sequences and torque 
commands, achieving fine resolution in shaft movement with a ten-to-one reduction ratio. This 
closed-loop solution matches or exceeds the precision of conventional stepper- or servo-motor 
assemblies in low- to medium-precision automation tasks, offering a simpler and more 
economical alternative [6]. 
An evaluative study compares various electric vehicle propulsion motor technologies, analyzing 
parameters such as efficiency, torque-to-weight ratio, thermal performance, and control 
complexity. Assessments cover DC, induction, and brushless DC machines, highlighting the 
latter’s superior efficiency and maintenance profile. The review also examines driver electronics, 
including control algorithms and inverter topologies, to determine optimal pairings for different 
vehicle classes. Findings guide designers in selecting the most suitable motor-drive combinations 
based on performance requirements, cost constraints, and application-specific criteria [7]. 
BLDC Motor 

A Brief Overview of BLDC Motors     
As the name suggests, BLDC motors are electronically commutated rather than using brushes for 
commutation. Compared to brushed DC and induction motors, BLDC motors offer several 
benefits. Several of these include: 

Ø Improved torque versus speed characteristics  
Ø Extremely dynamic response  

Ø Extended speed ranges;  
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Ø Noiseless operation;  

Ø Extended working life;  
Additionally, the torque provided to the motor’s size ratio is higher, which makes it helpful in 
applications where weight and space are important considerations. In this application note, we 
will detail the design, operation, features, and common uses of BLDC motors.  

The BLDCMMotor’s Construction and Operation Principle 
Synchronous motors include BLDC motors. This indicates a frequency difference between the 
magnetic fields produced by the rotor and the stator. The “li” ”hat induction motors typically 
encounter is not experienced by BLDC motors. BLDC motors are available in single-, two-, and 
three-phase variants. Thesstator’s winding count is the same as that of its kind. Three-phase 
motors are the most common and are extensively utilized. 3-phase motors are the subject of this 
application notice [36].  
Stator         
A BLDCmmotor’s stator comprises stacked steel laminations with windings positioned in the 
axially cut slots along the inner periphery (as illustrated in Figure 3.3). Conventionally, the stator 
is similar to an induction motor, but the windings are arranged differently [37]. The majority of 
BLDC motors have three stator windings connected in a star pattern, each of which is made up 
of multiple coils that are connected to form a winding; one or more coils are positioned in the 
slots and are connected to form a winding; these windings are then distributed over the stator 
periphery to form an even number of poles [38]. 

 
Figure 3.1: Stator of a BLDC Motor 

Trapezoidal and sinusoidal motors are the two varieties of stator windings. To provide the 
various forms of back Electromotive Force (EMF), this difference is based on the connecting of 
coils in the stator windings [39]. As their names suggest, the back EMF of a sinusoidal motor is 
sinusoidal, while the back EMF of a trapezoidal motor is trapezoidal, as Figures 3.1 and 3.2 
illustrate [40]. For each type of motor, the phase current varies in a trapezoidal and sinusoidal 
manner in addition to the back EMF [41]. 

 
Figure 3.2: Trapezoidal Back Emf 

Because of this, a sinusoidal motor produces torque more smoothly than a trapezoidal motor 
[42]. The distribution of the coil on the stator periphery necessitates additional winding 
interconnections for sinusoidal motors, which increases the copper intake by the stator windings 
and carries an additional cost [43].  
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Figure 3.3: Sinusoidal Back Emf 

3.2.2. Motor 
The rotor’s pole pairs can range from two to eight with alternating North (N) and South (S) 
poles. It is composed of permanent magnets [44]. The right magnetic material is selected based 
on the necessary magnetic field density to create the rotor [45]. Permanent magnets are often 
made with ferrite magnets. Magnets made of rare earth alloys are becoming increasingly popular 
as technology develops [46]. Although ferrite magnets are less expensive, their low flux density 
for a given volume is a drawback [47]. On the other hand, the alloy material allows the rotor to 
compress deeper for the same torque because of its high magnetic density per volume [48]. 
Additionally, these alloy magnets increase the torque output for a motor of the same size while 
improving the size-to-weight ratio [49]. Magnets made of rare earth alloys include neodymium 
(Nd), samarium cobalt (SmCo), and neodymium, ferrite, and boron (NdFeB) [50]. Research is 
always done to increase the flux density and compress the rotor even more. Figure 3.4 depicts 
cross-sections of several magnet setups in a rotor. 

 
Figure 3.4: Cross Sections of a Rotor Magnet 

3.3. Hall Sensors 
Unlike a brushed DC motor, a BLDCmmotor’s commutation is electronically controlled. To 
rotate the BLDC motor, the stator windings must be activated sequentially [51]. Knowing the 
rotor position is critical to determining which winding will be activated after the energizing 
procedure. Hall effect sensors implanted in the stator detect the territory’s location.  

 
Figure 3.5: BLDC Motor Transverse Section 

Figure 3.5 shows the cross-section of a BLDCmmotor with a rotor that switches between 
permanent magnets of the N and S types. The stationary part of the motor has hall sensors 
integrated into it [52]. Imbedding the Hall sensors into the stator is a complex procedure since 
they must be perfectly aligned with the rotor magnets for the rotor position calculation to be 
accurate [53]. To facilitate the attachment of the Hall sensors to the stator, certain motors may 
include both the usual rotor magnets and Hall sensor magnets [54]. These are scale 
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representations of the rotor on a lesser scale [55]. At each rotation of the rotor, the Hall sensor 
magnets exert the same force as the main magnets [56]. On the end that isn't being driven, you'll 
usually find hall sensors linked to the enclosure cap, which is mounted on a PC board [57]. To 
get the most out of their Hall sensors, users can adjust the whole system so that they line up with 
the rotor magnets. The location of the Hall sensors determines the sort of output that is produced 
[58]. A phase shift of 60 or 120 degrees is possible with the Hall sensors [59]. The maker of the 
motor uses this information to establish the proper commutation sequence for controlling the 
motor [60]. You may find more details about the commutation sequence and see an example of 
Hall sensor signals under the "commutation Sequence" section [61]. 

Theory of Operation    
Each commutation sequence consists of turning on one winding (bringing current into it), turning 
off the other (taking current out of it), and then turning on the third (not turning it on). Torque is 
produced when magnetic fields interact with permanent magnets [62]. In a perfect world, the 
maximum torque would be generated at a right angle to the other field and would diminish as the 
fields moved in tandem [63]. In order for the motor to continue turning, the windings' magnetic 
field must change orientation as the rotor approaches the stator's field [64]. The "ix-Step 
Commutatio" sequence describes the process of energising the windings. For further information 
and a six-step commutation example, go to the "commutation Sequence" section. A power 
supply is necessary for the Hall sensors [65]. A voltage of 4–24 volts is possible. A current of 5 
to 15 milliamperes may be necessary [66]. For the precise ratings of the Hall sensors' voltage and 
current, please consult the technical specifications of the monitor before building the controller 
[67]. The output of a Hall sensor is usually of the open-collector variety [68]. On the controller 
side, a pull-up resistor might be necessary. 

Torque/Speed Characteristics  
The torque/speed relationship is illustrated in Figure 3.6. The peak torque (TP) and rated torque 
(TR) are the two torque metrics that define a BLDC motor. Appendix A, "Typical Motor 
Technical Specification," contains a comprehensive list of parameters [69]. It is possible to load 
the motor to its rated torque during continuous operations [70]. A BLDC motor's torque is 
constant up to the given speed, as mentioned above. There is a decrease in torque as the motor is 
used at speeds above 150% of its rated speed. Torque values greater than the specified value are 
required for applications involving rapid starts and stops as well as rotational reversals while the 
motor is loaded [71]. Especially when starting from a stop or accelerating, this requirement is 
there for a short while [72]. To overcome the inertia of the load and the rotor, more torque is 
required at this moment [73]. In order for the motor to produce more torque between its 
maximum and peak speeds, it must follow the speed torque curve [74]. Refer to the "Electing a 
Suitable Motor Rating for the Application" section for guidance on how to select these attributes 
for a particular task [75]. 

 
Figure 3.6: Torque/Speed Characteristics 
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Comparing Brushless DC Motors to Other Motor Types 
BLDC motors have numerous advantages over brushed DC motors and induction motors. 
Brushless motors require less maintenance and last longer than brushed DC motors. BLDC 
motors have a higher output power per frame size than brushed DC and induction motors. 
Because the rotor comprises permanent magnets, it is less inert than other motors [76]. This 
enhances acceleration and deceleration characteristics, shortening the operating cycle. 
Nonetheless, the “rushe” DC motor is the most basic type of electric motor—at least in terms of 
comprehension. Portable tools, toys, electrically controlled car windows, and tiny household 
appliances like hair dryers—even ones that run on the AC mains—all make extensive use of this 
kind of motor.1. Though the other motor types discussed later in this chapter are becoming more 
popular for this use, it is still utilized as a traction motor [77-82]. The brushed DC motor is a 
good place to start since it is quite common and makes it easier to understand the most 
significant challenges in electric motor management. The following are the most significant of 
these:  
Ø To prevent the magnet’s magnetic field from being weakened by covering a wide air area, 

the revolving wire coil, also known as the armature, is wound around a piece of iron.  
Ø More than one coil will be employed, increasing the time a current-carrying wire spends 

close to the magnets. This indicates multiple commutator segments, one for each coil, rather 
than two half-rings. 

Ø Each coil will have many wires to increase the torque (more wires, greater force). 
Computation Sequence 
Figure 3.7 depicts an example of Hall sensor signals concerning the back EMF and phase 
current. Figure 8 depicts the switching sequence that should be used concerning the Hall sensors. 
The sequence numbers in Figure 3.7 match those in Figure 3.8. Every 60 degrees of electrical 
rotation, one of the Hall sensors changes state. Given this, completing an electrical cycle requires 
six steps. The phase current switching should be updated every 60 electrical degrees in 
synchronous operation. 

 
Figure 3.7: Hall Sensor Signal, Back Emf, Output Torque, and Phase Current 

However, one electrical cycle may not be equivalent to a full mechanical revolution of the rotor. 
The rotor pole pairs dictate the electrical cycles required for a mechanical revolution. Each pair 
of rotor poles completes one electrical cycle. So, the number of electrical cycles/rotations equals 
the number of rotor pole pairs. Figure 3.9 is a block diagram of the controller used to drive a 
brushless DC motor. The PIC18FXX31 microprocessor controls the power switches Q0–Q5. 
Depending on the motor voltage and current specifications, these switches may be MOSFETs, 
IGBTs, or basic bipolar transistors. 
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Figure 3.8: Winding Energizing Sequence concerning the Hall Sensor 

Tables 3.3 and 3.4 demonstrate the order in which these power switches should be switched 
based on the Hall sensor inputs A, B, and C. Table 3.3 shows the clockwise rotation of the 
motor. This is an example of Hall sensor signals with a 60-degree phase shift relative to each 
other.  

 
Figure 3.9: Control Block Diagram 

Figure 3.9 shows that the motor will operate at its rated speed if the signals represented by PW 
Mx are turned on and off in the correct order. Assuming the DC bus voltage is equal to the rated 
voltage of the motor plus any losses across the switches, this is the case. Pulse Width Modulated 
(PWM) impulses with a much higher frequency than the motor's are required to alter the speed. 
A good rule of thumb is to set the PWM frequency ten times higher than the maximum 
frequency that the motor can handle. Altering the PWM duty cycle within the sequences lowers 
the speed by decreasing the average voltage supplied to the stator. One further perk of pulse 
width modulation (PWM) is that it allows you to control the motor by limiting the percentage of 
the duty cycle that corresponds to the motor-rated voltage, which is useful when the DC bus 
voltage is much greater than the motor-rated voltage. By altering the PWM duty cycle, the 
controller may connect motors with different rated voltages and ensure that the average voltage 
output matches the motor's rated voltage. Methods of control differ. So, let's say the 
microcontroller has restricted PWM signals. In that instance, the duty cycle of the PWM can 
control the appropriate lower switch, and the relevant sequence can be used to turn on the higher 
switches. To establish a reference speed, a potentiometer is connected to the analog-to-digital 
converter channel, as shown in Figure 3.9. Use this input voltage to determine the pulse width 
modulation duty cycle. 
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Table 3.3: Sequence for Rotating the Motor in a Clockwise Direction When Viewed from Non-
Driving End 

Sequence 
Hall Sensor 

Input Active PWMs 
Phase Current 

 
A B C A B C 

1 0 0 1 PWM1(Q1) PWM4(Q4) DC+ Off DC- 
2 0 0 0 PWM1(Q1) PWM2(Q2) DC+ DC- Off 
3 1 0 0 PWM5(Q5) PWM2(Q2) Off DC- DC+ 
4 1 1 0 PWM5(Q5) PWM0(Q0) DC- Off DC+ 
5 1 1 1 PWM3(Q3) PWM0(Q0) DC- DC+ Off 
6 0 1 1 PWM3(Q3) PWM4(Q4) Off DC+ DC- 

 
Closed-Loop Control   
The speed can be managed in a closed loop by measuring the motor’s speed. The error between 
the set speed and the actual speed is determined. A Proportional, Integral, and Derivative (P.I.D.) 
controller can amplify the speed error and modify the PWM duty cycle dynamically. Hall signals 
can measure speed feedback at a minimal cost and with low resolution. To count the duration 
between two Hall transitions, use a timer from the PIC18FXX31. With this count, the motor’s 
true speed can be computed. An optical encoder can be installed on the motor for high-resolution 
speed measurements, producing two signals with a 90-degree phase difference.  

Back emf equation=(E) � NlrB� 
The rotor magnetic field and the stator windings’ number of spins don’t change after the motor is 
designed. Back EMF is solely determined by the rotor’s angular velocity, or speed, and it grows 
in tandem with the rotor’s speed. The back EMF constant, a parameter in the motor technical 
specification, can be used to calculate back EMF at a specified speed. One can compute the 
potential difference across a winding by deducting the supply voltage from the back EMF 
measurement. The motor’s back EMF constant is engineered so that, when operating at the rated 
speed, the motor will have enough potential difference between the supply voltage and back 
EMF to draw the rated current and produce the rated torque. A drooping torque curve can be 
caused by a motor driven faster than its rated speed because of a significant rise in back EMF, 
which lowers the potential difference across the winding and draws less current. When the 
supply voltage equals the total of the motor’s losses, and the back electromagnetic field, the 
torque and current are zero, the final point on the speed curve. 
BLDC Motor Sensorless Control 

 
Figure 3.10: Block Diagram of Sensorless Control 

Thus far, we have observed commutation based on the Hallssensor’s indication of the rotor 
position. One might use the back EMF signals rather than Hall sensors to communicate BLDC 
motors. Figure 3.7 illustrates the interaction between the Hall sensors and back EMF in response 
to the phase voltage. As we have seen in previous sections, every commutation sequence has one 
winding energized positively, the second negative, and the third left open. As seen in Figure 3.7, 
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when the voltage polarity of the back EMF crosses from a positive to a negative or from a 
negative to a positive condition, the Hall sensor signal changes. Ideally, this occurs when the 
back EMF zero-crosses, but there will be a delay because of the winding characteristics. The 
microcontroller should adjust for this delay. Figure 10 displays a block diagram for BLDC motor 
sensor-less control. 
Extremely low speeds are another factor to take into account. Back EMF would be at a very low 
amplitude to detect zero-crossing at a very low speed because it is related to the rotation speed. 
Start the motor in the open loop from a standstill. After building up enough back EMF to detect 
the zero-cross point, switch the control to the back EMF sensing. From the motor’s back EMF 
constant, one can determine the lowest speed at which back EMF is perceptible. This 
commutation method allows the removal of the Hall sensors and the magnets for the Hall sensors 
in some motors. This lowers the cost and streamlines the motor’s construction. This is useful if 
the motor works in an oily or dusty environment where the Hall sensors must be cleaned 
periodically to function properly. If the motor is installed in a less accessible area, the same rules 
apply.      

Analysis of Hall Sensor 
The software shown in Fig.4.1 flow diagram is organized into two threads, one for each 
completed primary function. Two independent timers regulate the threads, with the motor control 
thread receiving the highest priority. The simulation considered the commutation table shown in 
Fig 4.3. Fig.4.4 displays the Simulink model. The simulation’s three outcomes are the stator 
current waveform, rotor speed, and electromagnetic torque ripple. The plots in Fig4.2. Display 
these findings. 

 
Figure 4.1: Simulink Motor Model for Suggested Configuration 

 

 
Figure 4.2: System Simulation Results for Driving Cycle Speed and Achieved Speed 

The A/D converter reads the desired speed from an external potentiometer to create a software 
value called Reference Speed. The measured speed is then used to adjust the motor’s output 
voltage based on the difference between the desired and measured speeds. 
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Figure 4.3: Displays the Simulation Results of the System for Speed, Electronic Torque, and 

Stator Current 
Figure 4.1 shows the waveforms of the hall sensors A and B, and Figure 4.4 depicts several 
PWM pulses obtained straight from the Digital Storage Oscilloscope. Figures depict the stator 
currents for phases R, Y, and B. 

 
Figure 4.4: Simulation Results of the System for Trapezoidal Flux, Back Emf, and Hall Sensors 

Block Diagram of the Control System 
The BDLC motor uses Hall sensors to determine the rotor’s position. Position information 
requires three sensors. It is feasible to obtain six different commutation sequences with three 
sensors. The Hall sensor method arranges three Hall sensors 120 degrees apart inside the motor. 
Depending on the polarity of the magnetic pole nearby, each Hall sensor outputs either a high or 
low value. The analysis of the three Hallssensors’ outputs yields the rotor position. The three 
phases of the motor’s voltage are altered based on the output from the hall sensors. One benefit 
of commutation based on Hall sensors is the straightforward control algorithm. Low-speed 
operation of the motor is also possible with Hall sensor-based commutation. Single-current 
operation is required for BLDC motor control. For this reason, it is not advisable to install a 
current sensor on each motor phase; instead, one sensor at the line inverter input will be enough 
to regulate each phase’s current. Sensors placed on the ground line do not require insulated 
systems.  
A microprocessor controls the torque and speed of motors. Completing the algorithms that 
produce Pulse Width Modulated (PWM) outputs for motors requires significant computer 
resources. One may easily adjust the motor’s speed by changing the voltage across it. Changing 
the duty cycle of the PWM signal makes it simple to vary the motor voltage when utilizing PWM 
outputs to operate the three-phasebbridge’s six switches. It is possible to adjust the three-phase 
BLDC speed using both closed-loop and open-loop topologies. By directly adjusting the duty 
cycle of the PWM signal that steers the motor-drive circuitry, open-loop control allows for 
precise motor speed control. 
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Figure 5.1: Block diagram of BLDC drive system 

In the half bridges of the motor-drive circuit, the duty cycle of the PWM signal regulates the 
power switches ON times, which in turn regulates the average voltage applied across the motor 
windings. Through direct control of the duty cycle of the PWM signals that drive the motor-drive 
circuitry, closed-loop control modifies the motor’s speed. The primary distinction between the 
two control systems is that the closed-loop control updates the PWM duty cycle and the motor 
speed by considering both the actual motor speed (feedback to the controller) and the speed 
control input in the open-loop control. The most popular application for a P.I.D. controller is a 
feedback controller. It is a widely used closed-loop control system. Tracking the interval 
between consecutive Hall events—a portion of the motor’s mechanical cycle—allows one to 
determine the real motor speed. 
Methodology 
Implementation 
A rotor position sensor is necessary for PM motor drives to correctly carry out phase 
commutation and/or current regulation. PMAC motors require a continuous flow of position 
data. Hence, a high-resolution position sensor such as a shaft encoder or a resolver is usually 
employed. Hall-effect sensors are often inexpensive because they only need to know the six-
phase-commutation instants in an electrical cycle for BLDC motors. The measurement of motor 
position and speed has also made considerable use of accelerometers and electromagnetic 
variable reluctance (VR) sensors. In actuality, angular motion sensors that rely on magnetic field 
sensing principles are unique due to their numerous intrinsic benefits and detecting advantages. 

 
Figure 6.1: Accelerometer 

An electromechanical instrument known as an accelerometer is used to detect acceleration forces 
associated with the freefall phenomenon. Numerous kinds of information are accessible to feel, 
such as location, vibration, shock, and the amount and direction of acceleration as a vector 
quantity. The most popular design is based on a fusion of Hooke’s law of spring action and 
Newton’s equation of mass acceleration. Among the numerous other types are potentiometric, 
linear variable differential transformers (LVDT), variable capacitance, piezoelectric, and piezo-
resistive. Since the MEMS accelerometer is silicon micro-machined, integrating it with the 
signal processing circuitry is simple. 

 
Figure 6.2: BLDC Motor with Hall Sensor 
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These devices are based on the Hall-effect hypothesis, which posits that when an electric current-
carrying conductor is placed in a magnetic field, the charge carriers tend to be pushed to one side 
of the conductor by the transverse force of the magnetic field. There will be a detectable voltage 
between the two sides of the conductor when a build-up of charge at their respective sides 
balances this magnetic influence. The term “all-effect” refers to this detectable transverse 
voltage. 
Experimental Set Up 

The BLDC motor specifications are shown in Table 6.1. 
Table 6.1: BLDC motor specifications 

Type of motor BLDC motor 
Stator voltage 48v 
Power rating 250watts 

Speed 3500rpm 
No. of poles 46 

No. of turns 8 Degree 60° 
 

According to the DTC block diagram, the torque and stator flux faults are typically contained 
within the hysteresis bands. The torque hysteresis band impacts the switching frequency, while 
the flux hysteresis band primarily affects the stator current distortion in lower-order harmonics. 
Using two distinct phase currents and the inverter’s state, the DTC demands an estimate of the 
stator flux and torque. One alternative is to estimate flux and torque using two stator phase 
currents and mechanical speed. 

Table 6.2: Space Vectors and Switching States of Inverter 

Voltage Vector Switching States 
A B C 

V0 0 0 0 
V1 1 0 0 
V2 1 1 0 
V3 0 1 0 
V4 0 1 1 
V5 0 0 1 
V6 1 0 1 
V7 1 1 1 

 

The switching logic determines the appropriate voltage vector using torque and flux references. 
There is no distinction between large and small torque or flux mistakes. Start-up, step changes, 
and steady-state circumstances all employ the same vectors. 
Conclusion 
The proposed method, once put into action, generates the firing pulses required to activate the 
IGBTs in the three-phase fully controlled bridge converter. The tested PWM signals, which are 
used to operate the BLDC motor's power inverter bridge, were generated using a dsPIC30F4011 
Digital Signal Controller. After receiving inputs from the motor's Hall sensors, the proposed 
system is configured to run at the specified speed. An external potentiometer connected to the 
microcontroller circuit controls the motor's speed, and the output of the converter is sent to the 
three-phase stator winding of the 48V, 250 W, 3850 rpm BLDCmmotor. The results show that 
the program works as intended and that the hardware as designed yields satisfactory results. All 
requirements of the application were satisfied by the produced control and power circuit. In 
conclusion, compared to induction and brushed DC motors, BLDC motors are the best. Among 
these benefits include increased speed ranges, stronger dynamic response, quieter operation, 
greater efficiency, longer operating life, and enhanced speed versus torque characteristics. 
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Because of the larger torque supplied to the smaller motor size, it is useful where space and 
weight are paramount. The consumer goods, appliance, automobile, aerospace, instrumentation, 
and automation sectors all make extensive use of BLDC motors due to these advantages. 
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